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Abstract : 

 

 Diabetic Retinopathy (DR) is the damage caused to the retina of the eye due the complications of 



diabetes. There are a large number of people, who are suffering from Diabetic Retinopathy that 

leads to blurring of vision or even blindness, if not treated at an early stage. Hence it is important 

to detect DR at an earlier stage and provide treatment otherwise it may lead to blurring of vision 

or total blindness.  

 

It is an ocular manifestation of diabetes, affects up to 80% of all patients suffering from diabetes 

for over 10 years. 

 

In medical practice so far, the stages of DR are detected by merely looking at the fundus images. 

This paper presents a more radical & modern approach to identify the different stages of Diabetic 

Retinopathy. 

 

 In this paper development of an algorithm for the identification of different stages of DR via 

Machine Learning is discussed. 

 

 

The proposed algorithm is simulated on Jupyter platform. The algorithm is tested on the images of 

EyePac Data Set and has yielded an accuracy of 89.61%. 
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CHAPTER 1  

 

INTRODUCTION  

 

 

Diabetes is a group of metabolic diseases in which a person has high blood sugar, 

either because the body does not produce enough insulin, or because the cells do not 

respond to the insulin that is produced. 

 Chronically high blood sugar from diabetes is associated with damage to the tiny 

blood vessels in the retina, leading to diabetic retinopathy. The retina detects light and 

converts it to signals sent through the optic nerve to the brain.  

Diabetic retinopathy can cause blood vessels in the retina to leak fluid or hemorrhage 

(bleed), distorting vision. 

 In its most advanced stage, new abnormal blood vessels proliferate (increase in 

number) on the surface of the retina, which can lead to scarring and cell loss in the 

retina.  

Diabetic retinopathy is one of the common complications of diabetes. It is a severe and 

widely spread eye disease. It damages the small blood vessels in the retina resulting 

in loss of vision. 

 

 The risk of the disease increases with age and therefore, middle aged and older 

diabetics are prone to Diabetic Retinopathy. 

 The progression from no retinopathy to PDR can take 2 decades or more, and this 

slow rate enables DR to be identified and treated at an early stage.  

Development and progression of DR are related to duration and control of diabetes. 

DR in its early form is often asymptomatic but amenable to treatment. 

 

 

 

 

How Severe an Issue is Diabetic Retinopathy ? 



 

Diabetes mellitus is becoming a global epidemic and is now one of the top causes of 
vision loss globally. 
 
In 2014, there were approximately 422 million people (8.5% of the world’s adult 
population) living with diabetes; compared to 108 million in 1980 (2016 WHO Global 
Report on Diabetes).   
 
Increased urbanisation, consumption of less – nutritious food, more sedentary 
lifestyles and resulting obesity have all contributed to the dramatic rise in the global 
prevalence of diabetis, particulrly in resource – poor countries. 

Low and middle income countries account for approximately 75% of the global 
diabetes burden yet many are ill equipped to properly identify, treat and manage the 
complex and varied consequences of this disease.  
 
Currently, South East Asia and the Western Pacific account for more than half of 
adults with diabetes worldwide.  
 
China, India, Indonesia and Bangladesh alone represent 45% of the global burden. 
 
 Yet the highest prevalence of diabetes is found in the Eastern Mediterranean, where 
close to 14% of the population is afflicted.  
 
Efforts to reduce the prevalence of diabetes or to more effectively manage its health 
consequences are further undermined by the fact that approximately 50% of people 
with diabetes are currently undiagnosed.  
 

Diabetes increases the risk of a range of eye diseases, but the main cause of 
blindness associated with diabetes is diabetic retinopathy (DR). 

DR damages blood vessels inside the retina at the back of the eye. It commonly 
affects both eyes and can lead to vision loss if it is not treated. Poorly controlled 
blood sugars, high blood pressure and high cholesterol increase the risk of developing 
DR. 

People with DR whose sight is at risk can be treated, most commonly with laser, to 
prevent visual impairment and blindness.  
 
However, there is no treatment that can restore vision that has already been lost.  
 
Because DR is initially asymptomatic many people with diabetes are not aware that 
their condition, if left unmanaged it may affect their vision and lead to blindness.  



 
The vast majority of patients who develop DR have no symptoms until the very late 
stages (by which time it may be too late for effective treatment).  
 
Therefore screening and early intervention is critical.  

 

What are the several Stages of Diabetic Retinopathy ? 

Diabetic retinopathy may progress through five stages:  

 

0. No Diabetic Retinopathy – The eye is perfectly clear of problems caused by 

Diabetes . 

 

1. Mild Non-proliferative retinopathy - Small areas of balloon-like swelling in the 

retina’s tiny blood vessels, called microaneurysms, occur at this earliest stage of the 

disease. These microaneurysms may leak fluid into the retina.  

 

2. Moderate Non-proliferative retinopathy - As the disease progresses, blood vessels 

that nourish the retina may swell and distort. They may also lose their ability to 

transport blood. Both conditions cause characteristic changes to the appearance of the 

retina and may contribute to DME.  

 

3. Severe Non-proliferative retinopathy - Many more blood vessels are blocked, 

depriving blood supply to areas of the retina. These areas secrete growth factors that 

signal the retina to grow new blood vessels.  

 

4. Proliferative diabetic retinopathy (PDR) - At this advanced stage, growth factors 

secreted by the retina trigger the proliferation of new blood vessels, which grow along 

the inside surface of the retina and into the vitreous gel, the fluid that fills the eye.  

 

The new blood vessels are fragile, which makes them more likely to leak and bleed. 

Accompanying scar tissue can contract and cause retinal detachment—the pulling 

away of the retina from underlying tissue. 

 

Retinal detachment can lead to permanent vision loss. 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
 

 

 

 

Issue with Current Recognition technique : 

 

Currently, detecting DR is a time-consuming and manual process that requires a trained clinician 

to examine and evaluate digital color fundus photographs of the retina.  

 

By the time human readers submit their reviews, often a day or two later, the delayed results lead 

to lost follow up, miscommunication, and delayed treatment.  

 

Unfortunately, there is no effective known cure for diabetic retinopathy and the present 

treatments available are just management strategies at best.  

 

So its very important to detect the disease in its early stages.  

 

Clinicians can identify DR by the presence of lesions associated with the vascular abnormalities 



caused by the disease. While this approach is effective, its resource demands are high.  

 

The expertise and equipment required are often lacking in areas where the rate of diabetes in 

local populations is high and DR detection is most needed.  

 

As the number of individuals with diabetes continues to grow, the infrastructure needed to 

prevent blindness due to DR will become even more insufficient.  

The need for a comprehensive and automated method of DR screening has long been recognized, 

and previous efforts have made good progress using image classification, pattern recognition, and 

machine learning.  

 

With fundus photography as input, the goal of this project is to push an automated detection 

system to the limit of what is possible – ideally resulting in models with realistic clinical potential.  

 

Given a image of left and right eye of the patient, the main goal  is to classify the  DR in eye status 

among one of the following classes 0 - No DR, 1 - Mild, 2 - Moderate, 3 - Severe, 4 - Proliferative 

DR.  

 

So our task is to create an automated analysis system capable of assigning a score based on the 

above scale. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 2 
 
 
 
 
Literature Review: 
 

 

 

In Image recognition, a Convolutional Neural Network (CNN) is a type of feed-forward 

artificial neural network in which the connectivity pattern between its neurons is 

inspired by the organization of Organic brain pattern , whose individual neurons are 

arranged in such a way that responds to overlapping regions tiling the visual field. 

 

Currently, CNNs are the most researched machine learning algorithms in medical 

image analysis.  

The reason for this is that CNNs preserve spatial relationships when filtering input 

image 

 

In deep learning, the convolutional neural network uses a complex architecture 

composed of stacked layers in which it is particularly well-adapted to classify the 

images.  

 

For multiclass classification, this architecture is perceptive enough to each feature 

present in the images. It is robust & Sensitive. 

 

Spatial relationships are of crucial importance in radiology, ex- in how the edge of a 

bone joins with tissue, or where normal cells interfaces with cancerous cells.  

 

CNN takes an input image of raw pixels, and prepares it for processing it via 

Convolutional Layers, Rectified Linear Unit (RELU) Layers and Pooling Layers.  

 

This feeds into a final Fully Connected Layer which assigns class scores or 

probabilities, thus classifying the input into the class with the highest probability that it 

has been trained in. 

 

 



 

Features of CNN : 
 

 

 

CONVOLUTION LAYER 

 

 A convolution is defined as an operation on two functions.In image analysis, one function consists 

of input values (e.g. pixel values) at a position in the image, and the second function is a filter (or 

kernel); each can be represented as array of numbers. 

 

Computing the dot product between the two functions gives an output. The filter is then shifted to 

the next position in the image as defined by the stride length.  

 

The computation is repeated until the entire image is covered, producing a feature (or activation) 

map.  

This is a map of where the filter is strongly activated and ‘sees’ a feature such as a straight line, a 

dot, or a curved edge.  

 

If a photograph of a face was fed into a CNN, initially low-level features such as lines and edges are 

discovered by the filters…but it is progressive.  

 

These build up to progressively higher features in subsequent layers, such as a nose, eye or ear, as 

the feature maps become inputs for the next layer in the CNN architecture. 

 

 

Convolution exploits three ideas intrinsic to perform computationally efficient machine learning: 

sparse connections, parameter sharing (or weights sharing) and equivariant (or invariant) 

representation . 

 

Unlike some neural networks where every input neuron is connected to every output neuron in 

the subsequent layer, CNN neurons have sparse connections, meaning that only some inputs are 

connected to the next layer. 

 

 By having a small, local receptive field (i.e., the area covered by the filter per stride), meaningful 

features can be gradually learnt, and the number of weights to be calculated can be drastically 

reduced, increasing the algorithm’s efficiency. 

 

 In using each filter with its fixed weights across different positions of the entire image, CNNs 

reduce memory storage requirements. This is known as parameter sharing. 

 



 This is in contrast to a fully connected neural network where the weights between layers are 

more numerous, used once and then discarded. Parameter sharing results in the quality of 

equivariant representation to arise. 

 

 

An output (or feature map) s(t) is defined below when input I(t) is convolved with a filter or kernel 

K(a).  

 
 

The above assumes a one-dimensional convolutional operation. 

 

 

Activation function: A function used to transform the activation level of neuron (weighted sum of 

inputs) to an output signal 

 

                           ( 3) 

 

 

RECTIFIED LINEAR UNIT (RELU) LAYER  
 
The RELU layer is an activation function that sets negative input values to zero. This simplifies and 
accelerates calculations and training, Relu behaves close to a linear unit. 

 

Relu is like a switch for linearity. If you don't need it, you "switch" it off. If you need it, you 

"switch" it on. So it gives binary result ”Yes” or “No”. 

 



The derivative is 1 when it's active or 0 elsewhere. Thus, it's a very simple function. That 

makes optimisation much easier. 

 

 

Mathematically it is defined as 

 
 

where x is the input to the neuron.  

 

 

Sigmoid function  

 

 

In general, a sigmoid function is real-valued and differentiable, having a non-negative or non-

positive first derivative, one local minimum, and one local maximum. 

 

Sigmoid functions are used in artificial neural networks to predict nonlinearity in the working 

model.  

 

A neural network element computes a linear combination of its input signals, and applies a 

sigmoid function to the result.  

They are more useful for recurrent networks, probabilistic models. 

 

 

 

Pooling Layer  
 

The Pooling layer is inserted between the Convolution and RELU layers to reduce the number of 

parameters to be calculated.Another side effect is the reduction in size.  (width and height,but not 

depth).  

 

Max-pooling is commonly used ,other pooling layers include Average , normalization pooling.  

 

Max-pooling simply takes the largest input value within a filter and discards the other values; 

effectively it summarizes the strongest activations over a neighborhood.It can be said that it takes 

the highest pixel density among the adjacent pixel values. 



Fully Connected Layer  

 
 The final layer in a CNN is the Fully Connected Layer, meaning that every neuron in the preceding 

layer is connected to every neuron in the Fully Connected Layer. Like the convolution, RELU and 

pooling layers, there can be 1 or more fully connected layers depending on the level of feature 

abstraction desired.  

This layer takes the output from the preceding layer (Convolutional, RELU or Pooling) as its input, 

and computes a probability score for classification into the different available classes. In essence, 

this layer looks at the combination of the most strongly activated features that would indicate the 

image belongs to a particular class. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 3 

 

Motivation 

 

In some of the previous works done by others differing approaches & hrnce differing amounts of 

accuracy were found out. 

 

Wong Li Yun et al. in their paper, six input features Red, Green and Blue layers of perimeter and 

areas of blood vessels are extracted from the raw images using the image processing techniques 

and fed to a neural network based classifier for classification.  

 

The authors C. Sinthanayothin  et al. in their paper have described about an automated screening 

system to analyse digital colour retinal images for important features of non-proliferative diabetic 

retinopathy (NPDR). The method employed was high performance preprocessing of the color 

image.  

 

 

Previously described automated image analysis systems were used to detect major landmarks of 

the retinal image (optic disc, blood vessels and fovea).  

 

 Image processing, analysis and computer vision techniques are increasing in prominence in all 

fields of medical science, and are especially pertinent to modern ophthalmology, as it is heavily 

dependent on visually oriented signs. 

 

 The authors David Calvo et.al,[8] have described that the analysis of retinal vessel tree 

characteristics is an important task in medical diagnosis, specially, in the cases of diseases like 

vessel occlusion, hypertension or diabetes. In their research a method for detection and 

classification of retinal vessel tree feature points was presented. The method applied combined 

imaging techniques such as filters or morphologic operations to obtain an adequate structure for 

the detection.  



 

 

The above table contains some of the analogue techniques used ,some have very high 

efficiency but require expert & trained professionals to analyze. 

These are slow ,cumbersome with its performance depending upon a very specific & 

narrow parameter ,any variation or difference will mean a wrong result. 

 

Our method focuses on every parameter possible .rather than focusing on any narrow 

parameter. 

 



Our proposed algorithm performs better than global approaches as it is based on  

Convolution Neural Network .Using machine learning we can take the human factor 

out of the equation. 

 

This makes the answers reliable,super fast  

 

As our algorithm utilizes machine learning with already created modules & rather than 

inventing everything from the ground up , its complexity is low with comparison to 

global approaches.  

 

 

It also outperforms the other machine learning codes with an accuracy of 89.61%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 4 

 

System Design : 

 

Software Requirements: 

 

Operating system - Linux. 

Programming Language -python 3.6. 

Library & modules used - NumPy ,Pandas ,Tensorflow ,PIL ,Keras ,os ,Cuda. 

Platform used - Jupyter , Tensorboard . 

 

Hardware Requirements. 

Intel Core i7 Octa Core Edition. 

96 GB DDR4 RAM. 

Nvidia 1080 Ti 

 

 

 

 

 

 

 

 

 

 



Training Stage: 

 

 



 

 

Testing stage: 

 

 

 

 



 

Chapter 5 

 

Methodology & Implementation: 
 

Dataset Distribution: 

 

The Dataset provided by eyePACS has disbalanced lebelling. I.e, the 5 classes of data don’t have 
equal no 0f dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



So, we have taken two methodologies to tackle this situation and get our model trained with highest 
accuracy as possible. 

 

Step 1: 

 

In this step we labelled the data as how it is actually lebeled in the trainLebel.csv file, and taken the 
least present class data as a standard number say N, and then gathered N number of Image data 
from all the classes. 

 

//just to avoid data imbalance 

 

 

 

 

1.Algorithm for data collection: 

 

N <- calculate_number_Least(Class0,Class1,Class2,Class3,Class4) //calculating least no of class 
data 

 

for i lt N 

  do 

     if  getImage(“train_data_folder”).getLebel() = [0,1,2,3,4] 

          

          then 

 

                            this.lebel <- this.lebel + 1 

         

                            

 

                            saveImagetoDir(/’+this.Lebel+’’+this.Image) 

 

     done 

 

 

 



 

this algorithm will put lebelled data to their respective lebeled folder. 

 

 

 

2.Algorithm for Classified Lebeling the dataset: 

 

 

 

step 2:  

 

 

In this step, we lebelled the data randomly. 

 

Mission of this step: To train and balance the weight, biases of the neural network towards 
perfection such that the learning rate increase and provide better and greater accuracy. 

 

 

 

1. Algorithm for Random Lebelling: 



 

      for  i in image.getImage(fromDirectory): 

 

 

               i.setLabel(random[0,1,2,3,4]) 

 

               save(i,i.label.toCSV()) 

 

 

 

 

 



 

 

 

 

 

 

 

Algorithm to avoid bottleneck and maintaining flow in the network: 

ImageDatagenerator: 

 

 

validationdatagenerator <-ImageDataGenerator() 

traindatagenerator<-ImageDataGenerator(width_shift_range<-0.1,height_shift_range<-
0.1,rotation_range<-15,zoom_range<-0.1 ) 

 

batchsize<-15 

train_generator<-traindatagenerator.flow(X_train, Y_train, batch_size<-batchsize)  

validation_generator<-validationdatagenerator.flow(X_test, Y_test,batch_size<-batchsize) 

 

 

 

Convolution Neural Network: 

 

//algorithm for generating deep neural network 

 

model <-Sequential() 

 

//layer1 

 

model.add(Convolution2D(nb_filters, nb_conv, nb_conv, border_mode<-'valid',input_shape<-
(img_cols, img_rows, 1))) 

convout1 <-Activation('sigmoid') 

model.add(convout1) 

model.add(MaxPooling2D(pool_size<-(nb_pool, nb_pool))) 

 



 

//Layer2 

model.add(Convolution2D(nb_filters, nb_conv-1, nb_conv-1)) 

convout2 <-Activation('sigmoid') 

model.add(convout2) 

model.add(MaxPooling2D(pool_size<-(nb_pool, nb_pool))) 

model.add(Dropout(0.2)) 

 

 

//Layer3 

model.add(Convolution2D(nb_filters, nb_conv, nb_conv)) 

convout3 <-Activation('sigmoid') 

model.add(convout3) 

model.add(MaxPooling2D(pool_size<-(nb_pool, nb_pool))) 

model.add(Dropout(0.2) 

 

 

Connected Neural Network: 

 

model.add(Flatten()) 

 

model.add(Dense(128,activation<-'sigmoid')) 

 

 

model.add(Dense(5,activation<-'softmax')) 

 

 

 

Compiling the Model: 

 

 

model.compile(optimizer<-'adam', loss<-'binary_crossentropy', metrics<-['accuracy']) 

 

 



 

 

 

 

 

            
   

Fitting the model: 

 

model.fit_generator(train_generator,shuffle<-True, steps_per_epoch<-int(len(X_train)/batchsize), 
epochs<-10, validation_data<-validation_generator, validation_steps<-
int(len(X_test)/batchsize),callbacks<-[tensorboard],verbose<-1) 

 

 

 

Evaluation of model: 

 

score <- model.evaluate(X_test, Y_test, verbose<-1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

CHAPTER 6 
 
IMPLEMENTATION DETAILS : 
 
 
The data has been provided by Eyepacs along with their labels. 
 
Observation :  
 
 
 Visualiation : 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

We found that the data given by Eyepacs has disbalancing on them i.e. the class distribution of data 
is random. 
 
 
Now to rectify this problem we follow 2 processes 
  1.Classified Labelling 
  2.Random Labelling 

 
 
 

In classified labelling we acquire the least no. Of images in anyone label i.e. Level 4 here(708 
images)  & acquire the same no. From all the other classes too. 
 
This has an accuracy model of 74% ,so its rather inefficient. 
 
 
 
In Random Labelling we use two processes with a large no.of image number difference in between 
them. 
In 1st test case we use 15,000 images & in latter we use 35,000 images. 
 
In Random labelling we get an accuracy model of 89.65% accuracy. 
 
 
 
 
Now our operational process has been outlined below ,this is given in general form , 
 
First images are fed to the CNN in batch sizes of 10 ,then strided filters of weight 3x3 are used .This 
is used for feature extraction .It helps in establishing as much parameters as can be deduced 
 
This gives an activation map . 
 
We then use Max Pooling to reduce the size of the image & also reduce the number of parameters 
to get a more efficient result. 

 

 

Next we again sent the results to convolution layer. 
This coitnues to happen with altered parameters & weights with different batches until full feature 
extraction has taken place. 
 
Then dense i.e. fully connected layer occurs & all the data gained to this point is  pipelined to the 
final nodes. 
 
The convolution data is next sent to Normal Neural Network. 
 
This neural network establishes prediction which is simply not possible in CNN. The neural 
network continuously changes the weights & bias .It tries toget as much accurate result as possible. 
 
Using Relu function training is done with corrections being done at every layer.  

 

After all the batches are iterated & epochs are completed ,Sigmoid function are used to establish 
Nonlinearity & probabilistic model to model the classes. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 7 
 
Sample Output : 
 

We have done compehensive research work  step by step to achieve greater 
Accuracy in our model. 

 

 

Step 1: 



 

    Method: “Classified lebel based Approach” 

    Training Data: 3500 

    Validation Data:470 

     Activation Function: All Sigmoid 

 

 
Output: 

 

data:470


Observation of Step 1: 

 

 

So, by this `method our training model got an accuracy of 75% approximately,  

 

 

 

Step 2: 

 

    Method: “Random lebel tagging Approach” 

    Training Data: 16000 

    Validation Data:2000 

    Activation Function: All Sigmoid, Final Layer Relu 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Output : 

data:470


 

 

 

Observation of Step 2: 

 

 

So, by this `method our training model got an accuracy of 84% approximately,  

That is, this approach works better, our next step used 36K dataset with 
combinations of activation functions. 

 



 

Step 3: 

 

    Method: “Random lebel tagging Approach” 

    Training Data: 36000 

    Validation Data:8000 

 

     substep:3.1 

 

      Activation Function: All Relu 

 

 

 

 32/286 [==>...........................] - ETA: 14s      

 64/286 [=====>........................] - ETA: 13s 

 96/286 [=========>....................] - ETA: 11s 

128/286 [============>.................] - ETA: 9s  

160/286 [===============>..............] - ETA: 7s 

192/286 [===================>..........] - ETA: 5s 

224/286 [======================>.......] - ETA: 3s 

256/286 [=========================>....] - ETA: 1s 

286/286 [==============================] - 17s 60ms/step 

[0.95570885468196198, 0.74125874000829417] 

_________________________________________________________________ 

Layer (type)                 Output Shape              Param #    

================================================================= 

conv2d_1 (Conv2D)            (None, 198, 198, 32)      320        

_________________________________________________________________ 

activation_1 (Activation)    (None, 198, 198, 32)      0          

_________________________________________________________________ 

max_pooling2d_1 (MaxPooling2 (None, 99, 99, 32)        0          

_________________________________________________________________ 

conv2d_2 (Conv2D)            (None, 98, 98, 32)        4128       

_________________________________________________________________ 

data:8000


activation_2 (Activation)    (None, 98, 98, 32)        0          

_________________________________________________________________ 

max_pooling2d_2 (MaxPooling2 (None, 49, 49, 32)        0          

_________________________________________________________________ 

dropout_1 (Dropout)          (None, 49, 49, 32)        0          

_________________________________________________________________ 

conv2d_3 (Conv2D)            (None, 47, 47, 32)        9248       

_________________________________________________________________ 

activation_3 (Activation)    (None, 47, 47, 32)        0          

_________________________________________________________________ 

max_pooling2d_3 (MaxPooling2 (None, 23, 23, 32)        0          

_________________________________________________________________ 

dropout_2 (Dropout)          (None, 23, 23, 32)        0          

_________________________________________________________________ 

flatten_1 (Flatten)          (None, 16928)             0          

_________________________________________________________________ 

dense_1 (Dense)              (None, 128)               2166912    

_________________________________________________________________ 

dense_2 (Dense)              (None, 5)                 645        

================================================================= 

Total params: 2,181,253 

Trainable params: 2,181,253 

Non-trainable params: 0 

 

 

Observation of Step 3.1: 

 

 

So, by this `method our training model got an accuracy of 74.12% 
approximately, . 

 

 

 

Step 3: 



 

    Method: “Random lebel tagging Approach” 

    Training Data: 36000 

    Validation Data:8000 

 

     substep:3.2 Activation Function: All Relu, Final Sigmoid 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Observation of Step 3.2: 

 

So, by this `method our training model got an accuracy of 89.65% 
approximately, . 

 

 

 

Step 3: 

 

 

[0.30201189897277136, 0.896503469327113] 

_________________________________________________________________ 

Layer (type)                 Output Shape              Param #    

============================================================

===== 

conv2d_1 (Conv2D)            (None, 198, 198, 32)      320        

_________________________________________________________________ 

activation_1 (Activation)    (None, 198, 198, 32)      0          

_________________________________________________________________ 

max_pooling2d_1 (MaxPooling2 (None, 99, 99, 32)        0          

_________________________________________________________________ 

conv2d_2 (Conv2D)            (None, 98, 98, 32)        4128       

_________________________________________________________________ 

activation_2 (Activation)    (None, 98, 98, 32)        0          

_________________________________________________________________ 

max_pooling2d_2 (MaxPooling2 (None, 49, 49, 32)        0          

_________________________________________________________________ 

dropout_1 (Dropout)          (None, 49, 49, 32)        0          

_________________________________________________________________ 

conv2d_3 (Conv2D)            (None, 47, 47, 32)        9248       

_________________________________________________________________ 

activation_3 (Activation)    (None, 47, 47, 32)        0          

_________________________________________________________________ 

max_pooling2d_3 (MaxPooling2 (None, 23, 23, 32)        0          

_________________________________________________________________ 

data:8000


    Method: “Random lebel tagging Approach” 

    Training Data: 36000 

    Validation Data:8000 

 

     substep:3.2 Activation Function: All Sigmoid 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Observation of Step 3.3: 

 

So, by this `method our training model got an accuracy of 89.75% 
approximately,  

 

 

 

 

 

 

 

[0.30030625058220817, 0.897503469327113] 

_________________________________________________________________ 

Layer (type)                 Output Shape              Param #    

================================================================= 

conv2d_1 (Conv2D)            (None, 198, 198, 32)      320        

_________________________________________________________________ 

activation_1 (Activation)    (None, 198, 198, 32)      0          

_________________________________________________________________ 

max_pooling2d_1 (MaxPooling2 (None, 99, 99, 32)        0          

_________________________________________________________________ 

conv2d_2 (Conv2D)            (None, 98, 98, 32)        4128       

_________________________________________________________________ 

activation_2 (Activation)    (None, 98, 98, 32)        0          

_________________________________________________________________ 

max_pooling2d_2 (MaxPooling2 (None, 49, 49, 32)        0          

_________________________________________________________________ 

dropout_1 (Dropout)          (None, 49, 49, 32)        0          

_________________________________________________________________ 

conv2d_3 (Conv2D)            (None, 47, 47, 32)        9248       

_________________________________________________________________ 

activation_3 (Activation)    (None, 47, 47, 32)        0          

_________________________________________________________________ 

max_pooling2d_3 (MaxPooling2 (None, 23, 23, 32)        0          

_________________________________________________________________ 

dropout_2 (Dropout)          (None, 23, 23, 32)        0          

_________________________________________________________________ 

data:8000


Accuracy gap Between Our 1st Model to 3.3rd Model: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Value Loss gap Between Our 1st Model to 3.3rd Model: 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 8 

Results 

 

 

Machine learning is the method to predict the possible future interactions among the nodes in the 

near future. 

 

The algorithm is implemented in Jupyter. 36,000 Retinal images from Eyepacsc data base, 

containing grade 0, grade1, grade2 ,grade 3 and grade 4 images are tested with the algorithm for the 

machine learning using Convolutional Neural Network. 

 

 The algorithm has yielded an accuracy of 89.61%.  
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